Li–Na interdiffusion and diffusion-driven lithium isotope fractionation in pegmatitic melts
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Abstract. In this study, we investigate the diffusion of Li and its stable isotopes (6Li and 7Li) in flux-rich (1.8 % Li2O, 2.6 % B2O3, 2.3 % P2O5 and 3 % F) pegmatitic melts in order to contribute to the understanding of Li enrichment in such systems. Two glasses were synthesized with a model pegmatic composition, one of which is highly enriched in Li (> 1 wt %, PEG2-blue) and the other one essentially Li-free (PEG2-Li-free). Diffusion couple experiments were performed to determine the chemical diffusivity of Li in dry pegmatic melts. Experiments were conducted using rapid-heat and rapid-quench cold-seal pressure vessels in a temperature range of 650–940 °C at 100 MPa with Ar as the pressure medium. We observed rapidly formed diffusion profiles, driven by an interdiffusive exchange of the monovalent alkalis Li and Na, while the other elements are immobile on the timescale of experiments (1–30 min). From these experiments, activation energies for Li–Na interdiffusion were determined as 99 ± 7 kJ mol-1 with a pre-exponential factor of log D0 = −5.05 ± 0.33 (D0 in m2 s−1). Li and Na partitioning between the stronger depolymerized PEG2-blue and the less depolymerized PEG2-Li-free leads to a concentration jump at the interface; i.e. Na is enriched in the more depolymerized PEG2-blue. Li–Na interdiffusion coefficients in the studied melt composition are in a similar range as Li and Na tracer diffusivities in other dry aluminosilicate melts, confirming little to no effect of aluminosilicate melt composition on Li diffusivity. Thus, added fluxes do not enhance the Li diffusivity in the same way as observed for H2O (Holycross et al., 2018; Spallanzani et al., 2022). Using melt viscosity as a proxy for the polymerization of the melt shows that water has a stronger potential to depolymerize a melt compared to other fluxing elements. Faster diffusion of 6Li compared to 7Li leads to a strong Li isotope fractionation along the diffusion profile, resulting in δ7Li as low as −80 ‰ relative to the diffusion-unaffected regions. This diffusive isotope fractionation can be quantified with an empirical isotope fractionation factor (β) of 0.20 ± 0.04, similar to previously observed β values for Li diffusion in melts. This suggests in accordance with previously published data that a β value of ca. 0.2 seems to be universally applicable to diffusive Li isotope fractionation in aluminosilicate melts.

1 Introduction

Li is a valuable resource in our modern-day society, being used to manufacture rechargeable batteries and as a component in the ceramics and glass industry. The soaring demand for Li-ion batteries in electronic devices and electric vehicles during the last decade requires the ongoing prospect of new reservoirs. According to the US Geological Survey (2021), the two main deposit types currently mined for Li are lacustrine brines (e.g. central Andes in Chile, Argentina and Bolivia) and pegmatites (e.g. Greenbushes pegmatite in Australia). Of particular interest with respect to this study are the rare element Li–Cs–Ta (LCT) pegmatites, a subgroup of pegmatites, which are highly enriched in Li, Cs, Ta, Be, B and F (Černý and Ercit, 2005; Černý, 1991). LCT pegmatites probably originate from partial anatexis of crustal rocks (Černý and Ercit, 2005; Deveaud et al., 2015). However, the transport mechanisms leading to enrichment of rare elements in pegmatites are still poorly understood.

Pegmatites are enriched in incompatible elements, but their bulk compositions are still in the vicinity of granites.
The strikingly different textures between pegmatites and granites are facilitated by large undercooling below the liquids temperature of these melts (London et al., 1989; Morgan and London, 1999; Webber et al., 1999). Crystallization temperatures were found to be as low as ~350–400°C (Teng et al., 2006b; Sirbescu and Nabelek, 2003), considerably below the expected granitic melt solidus temperature. During the formation of pegmatites, fluxes (such as Li, B, P and F) are suspected to play a key role by decreasing liquids temperature and melt viscosity, inhibiting nucleation and increasing the diffusion rates of network formers like SiO$_2$ and Al$_2$O$_3$ (London, 1992). The importance of fluxes comes into effect during rapid crystal growth, where the formation of a boundary layer at the interface between crystal and melt is inferred, according to the concept of constitutional zone refining (London, 2005). Incompatible fluxes accumulate in this boundary layer and enhance the diffusivities of SiO$_2$ and Al$_2$O$_3$, enabling the rapid growth of crystals. The existence of such a boundary layer was proven experimentally (London, 2005), and their composition was inferred from silicate-rich fluid inclusions (London, 1986) and quartz-hosted melt inclusions (Thomas and Webster, 2000) and can reach extreme levels of H$_2$O, Li, B, P and F enrichments. The role of fluid exsolution during pegmatite genesis remains elusive even today, although there is experimental evidence that it is not strictly necessary to generate pegmatitic textures (London et al., 1989).

Aside from its economic value, Li concentrations and stable isotopes ($^6$Li and $^7$Li) have been utilized in a variety of magmatic settings to untangle petrological processes. Li was successfully applied as a geospeedometer to estimate cooling rates of oceanic crust based on Li diffusion in clinopyroxene (Coogan et al., 2005). Timescales of pre-eruptive magma replenishment were ascertained by investigating Li zoning in olivines (Lynn et al., 2018). Diffusion-driven isotope fractionation of $^6$Li and $^7$Li has been observed in peridotite olivine and pyroxene and proposed as a geospeedometer for high-temperature magmatic processes (Jeffcoate et al., 2007). A combination of Li concentration gradients and diffusive Li isotope fractionation in plagioclase was employed by Neukampf et al. (2021) to estimate the time span between volatile degassing and quenching during the eruption of a magma. Steinmann et al. (2020) unravelled multi-stage magmatic diffusion processes in olivine that could not be resolved by major elements (Fe–Mg interdiffusion) alone.

Li diffusion was already studied in a variety of aluminosilicate melts, such as rhyolite (Jambon and Semet, 1978), alkali basalt (Lowry et al., 1981), or andesite and pitchstone (Cunningham et al., 1983). Exotic systems, like highly fluxed pegmatic melts, have not been investigated experimentally yet, in that regard. It has been shown that Li diffusion in dry aluminosilicate melts does not vary significantly with composition (see review in Zhang et al., 2010). In hydrous aluminosilicates, however, diffusion rates increase with increasing water content by depolymerizing the melt structure (Spallanzani et al., 2022; Holycross et al., 2018). One aim of our study is to investigate whether high amounts of fluxing elements, such as Li$_2$O, B$_2$O$_3$, P$_2$O$_5$ and F, influence the Li diffusivity in the same way as water. By imposing high Li concentration gradients, chemical diffusivity of Li is investigated, pointing to the roles of chemical potential gradients and coupling of Li to other elements during its transport. Li isotope diffusion profiles may provide further insights into the transport mechanisms. Thus, we will contribute to understanding Li transport in aluminosilicate melts and specifically Li diffusion in highly fractionated, flux-rich pegmatic melts, essential to forming Li ore deposits.

## 2 Methods

### 2.1 Starting material

Diffusion experiments were performed with pegmatitic melts that differed essentially only in their Li content. By changing the Li concentration in these melts, the absolute concentrations of the other elements also change, while the relative concentrations are the same. The composition PEG2 (Table 1) was selected from Bartels et al. (2011), who studied the influence of fluxes, such as Li$_2$O, B$_2$O$_3$, P$_2$O$_5$, F and H$_2$O, on melt viscosity in pegmatic systems. Rather than representing a bulk pegmatic melt, this composition approximates that of a fluxed boundary layer. In the first step, a Li- and B-free base composition (PEG2-base) was prepared from a mixture of SiO$_2$, Al$_2$O$_3$, Na$_2$CO$_3$, K$_2$CO$_3$, (NH$_4$)$_2$HPO$_4$ and AlF$_3$. The mixture was melted at 1400°C for 2 h in a Pt crucible in a chamber furnace. The resulting glass was crushed in a steel mortar and re-melted at 1400°C. After this procedure, the glass was crushed and ground again to produce a homogeneous glass powder (Table 1).

In the second step, PEG2-base was used to produce glasses for the diffusion experiments:

1. **PEG2-blue** by adding a spodumene glass (LiAlSi$_2$O$_6$) and boric acid (H$_3$BO$_3$) – ~0.2 wt % cobalt oxide (Co$_3$O$_4$) was also added to colour this glass blue to be able to recognize possible advective mixing during diffusion experiments;

2. **PEG2-Li-free** by adding the corresponding amounts of H$_2$BO$_3$, silica (SiO$_2$) and alumina (Al$_2$O$_3$) to PEG2-base.

These glasses were synthesized as described above by a two-step melting and crushing procedure. After the second melting, resulting glasses are optically homogeneous. They are microscopically crystal-free and contain ca. 3 vol%–4 vol% bubbles. The glasses were annealed at the glass transition temperature ($T_g$ ~430°C) for 20 min and cooled slowly (5 K s$^{-1}$) to ca. 370°C to release internal stresses resulting from fast cooling. $T_g$ was calculated based on the viscosity data of Bartels et al. (2011) to be ca. 433°C based
Table 1. Chemical analyses, water content and densities of PEG2-base, PEG2-blue and PEG2-Li-free starting compositions compared to the composition used by Bartels et al. (2011).

<table>
<thead>
<tr>
<th></th>
<th>PEG2a</th>
<th>PEG2-base</th>
<th>PEG2-blue</th>
<th>PEG2-Li-free</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO₂</td>
<td>59.73</td>
<td>61.46 (0.24)</td>
<td>61.86 (0.27)</td>
<td>62.28 (0.24)</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>19.56</td>
<td>19.86 (0.15)</td>
<td>21.27 (0.13)</td>
<td>21.62 (0.18)</td>
</tr>
<tr>
<td>Na₂O</td>
<td>6.81</td>
<td>8.29 (0.07)</td>
<td>6.48 (0.07)</td>
<td>6.52 (0.07)</td>
</tr>
<tr>
<td>K₂O</td>
<td>4.01</td>
<td>4.86 (0.05)</td>
<td>3.76 (0.05)</td>
<td>3.86 (0.04)</td>
</tr>
<tr>
<td>P₂O₅</td>
<td>2.46</td>
<td>2.97 (0.04)</td>
<td>2.31 (0.03)</td>
<td>2.32 (0.03)</td>
</tr>
<tr>
<td>F</td>
<td>5.46</td>
<td>5.01 (0.23)</td>
<td>2.99 (0.15)</td>
<td>3.15 (0.09)</td>
</tr>
<tr>
<td>Li₂Ob</td>
<td>1.68</td>
<td>1.83 (0.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B₂O₅b</td>
<td>2.75</td>
<td>2.59 (0.04)</td>
<td>2.55 (0.05)</td>
<td></td>
</tr>
<tr>
<td>2F = 0</td>
<td>−2.3</td>
<td>−2.11</td>
<td>−1.26</td>
<td>−1.33</td>
</tr>
<tr>
<td>Total</td>
<td>100.16</td>
<td>100.33</td>
<td>101.82</td>
<td>100.99</td>
</tr>
<tr>
<td>ASI</td>
<td>1.26</td>
<td>1.05</td>
<td>1.44</td>
<td>1.45</td>
</tr>
<tr>
<td>ASI_Li</td>
<td>0.92</td>
<td>1.05</td>
<td>1.02</td>
<td>1.45</td>
</tr>
<tr>
<td>H₂O</td>
<td></td>
<td>507 (29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ρ (g cm⁻¹)</td>
<td>2.340</td>
<td>2.370 (0.004)</td>
<td>2.351 (0.005)</td>
<td></td>
</tr>
</tbody>
</table>

a Composition from Bartels et al. (2011); ρ refers to their PEG2 with 0.07 wt % H₂O. If not mentioned otherwise, values refer to mean of ≥ 17 electron microprobe measurements given as weight percent (wt %). b Measured by fs-LA-ICP-MS. The 1σ standard deviation is given in parentheses. ASI signifies molar ratio of Al / (Na + K), ASI_Li = Al / (Li + Na + K).

on the melt viscosity of 10¹² Pa s. Cylindrical pieces were drilled directly from the glass inside the Pt crucible with a diameter of 4 mm and a length of 5 mm. Glass cylinders were polished on one side to obtain a flat surface, which optimizes the contact at the interface during experiments.

Separate glass cylinders were used for chemical analysis of the starting material. The major element composition of starting glasses was analysed by electron probe microanalyzer (EPMA; see Sect. 2.3). Li and B concentrations were measured in situ by femtosecond laser ablation inductively coupled plasma mass spectrometry (fs-LA-ICP-MS). The other major elements were included in these measurements to crosscheck the data obtained by EPMA. Glass compositions of PEG2-base, PEG2-blue and PEG2-Li-free are given in Table 1. Although PEG2-Li-free was synthesized as a Li-free counterpart, it contains traces of Li (ca. 7 ppm). From these results the aluminium saturation index (ASI) can be calculated as the molar ratio of Al / (Na + K) or, including Li as a highly abundant alkali, as Al / (Na + K + Li) (ASI_Li; Bartels et al., 2011). According to this, PEG2-blue and PEG2-Li-free have an ASI of 1.44 and 1.45 and an ASI_Li of 1.05 and 1.45, respectively. Therefore, the glasses are generally (strongly) peraluminous, indicating that not all Al in the melt is charge-balanced by alkalis.

2.2 Experimental procedure

Diffusion experiments were performed according to the commonly used diffusion couple technique. One glass cylinder each of PEG2-blue and PEG2-Li-free was placed in 4 mm diameter Au capsules so that cylinders were joined on the polished sides (meaning the interface). Sealed capsules were compacted at ∼ 30 MPa in a cold-seal pressure vessel (CSPV) at room temperature prior to the experimental runs. This was done to ensure capsules were gas-tight and to fix the cylinder positions inside the capsule. Temperature and time were selected systematically so that diffusion profiles are long enough (> 250 µm) to be measurable and short enough to avoid that they reach the end of the glass cylinders. Two experiments were conducted at the same temperatures with different run durations (DCLi3 and DCLi5, 6.25 and 25 min at 775 °C) to check whether the transport processes are exclusively diffusion-controlled.

All experiments in this study were performed at the Institute of Mineralogy, Leibniz University Hannover. A rapid-heat and rapid-quench cold-seal pressure vessel (RH/RQ CSPV, design similar to that described by Matthews et al., 2003) was used to perform Li diffusion experiments. The RH/RQ CSPV consists of an autoclave and an extension tube, which are connected via a water-circulated coupling. Only the autoclave is placed inside the furnace, and therefore the extension tube remains at room temperature during experiments. A support rod inside the assemblage can be moved using an external magnet outside of the extension tube. The pressure in the autoclave was adjusted to 100 MPa using Ar as the pressure medium during experiments. The maximum temperature for application of the RH/RQ CSPV was 940 °C for short-term runs at 100 MPa. The oxygen fugacity of the autoclave was not controlled in our experiments since there are no redox-sensitive elements present in the samples. Prior to an experiment, a capsule was mounted with Pt wire onto the support rod. While the autoclave was pressurized with Ar and heated to the desired experimental conditions, the support rod with the sample assemblage was
Temperatures were monitored using K-type thermocouples placed in an external drill hole on the top side of the autoclave. The distribution of temperatures inside the autoclave was calibrated prior to diffusion experiments at 100 MPa by inserting three thermocouples into the autoclave, whose lengths varied by 5 cm each. With this setup, the temperature of the external thermocouple was calibrated against the temperatures of the three internal thermocouples. The temperature variation over a length of 10 cm is < 5 K. The pressure was monitored using a strain gauge manometer. Maximum uncertainties of temperature and pressure are ± 5 K and ± 5 MPa, respectively. The cooling rate of samples was determined additionally using the hydrous species geospeedometer of Zhang et al. (2000). A rhyolitic glass containing ca. 5 wt % H2O (erbium doped fibre, EDF; glass composition, e.g. Withers and Behrens, 1999) was annealed at 800°C and 200 MPa for 3.5 h and subsequently quenched in the same way as the diffusion couples. The relative abundances of OH groups and H2O molecules determined by NIR spectroscopy (Zhang et al., 2000; Withers and Behrens, 1999) yielded a cooling rate of ca. 20 K s⁻¹. This value corresponds to the glass transition temperature of EDF (341–362°C; calculated after models by Hui and Zhang, 2007, and Giordano et al., 2008).

All diffusion couple run products were cut in half along the cylindrical axis, mounted in epoxy and polished to 1 µm. The processed glasses contain no bubbles anymore since they collapsed under experimental conditions. This was expected since all experiments were performed at conditions above $T_g$ of the glass. The glasses are also crystal-free, indicating that experimental times were too short for nucleation and crystal growth.

Although no water was added, small amounts of water were incorporated into the melt structure during glass synthesis originating from atmospheric water. To quantify the amount of water in experimental glasses, PEG2-blue glasses with 0.5 wt % and 1 wt % H2O were produced, which were subsequently used to determine the molar absorption coefficient for the fundamental OH stretching vibration band in the mid-infrared. Finely ground PEG2-blue powder and defined amounts of water were loaded into Au80Pd20 capsules. These water-bearing glasses were synthesized in an internally heated pressure vessel. All capsules were processed simultaneously at 1200°C and 200 MPa Ar pressure for > 12 h to homogeneously dissolve the water in the melts. The glasses were quenched by switching off the heating power. Temperatures were monitored using K-type thermocouples throughout the experiment. The pressure was measured using a strain gauge manometer. Maximum uncertainties of temperature and pressure are < 5 K and < 5 MPa. Water-bearing glass pieces were embedded in epoxy to produce 60 to 100 µm thick, doubly polished sections, which were subsequently analysed by Fourier transform infrared spectroscopy (FTIR).

2.3 Analytical methods

2.3.1 Compositional analysis

Starting glass compositions and diffusion-generated concentration profiles were determined with respect to SiO2, Al2O3, Na2O, K2O, P2O5 and F using a JEOL JXA-iHP200F EPMA at the Institute of Mineralogy, Leibniz University Hannover (LUH). Major elements were measured with an acceleration voltage of 15 kV, a beam current of 10 nA and a beam size of 12 µm. With this setting, no beam damage occurred within at least 20 s measuring on the same analysis spot on our experimental glasses. Diffusion profiles were obtained as line scans perpendicular to the interface with step sizes between 30–70 µm. To ensure the quality of the measurements the rhyolitic reference materials mm3 (in-house standard) and ke3 (Mosbah et al., 1991) were repeatedly analysed during sample investigation.

Li concentration profiles were determined using a femtosecond laser ablation (fs-LA) system coupled with a sector field ICP-MS (SF-ICP-MS; Thermo Scientific Element XR) at the LUH. The major oxides SiO2, Al2O3, Na2O, K2O, P2O5 and B2O3 were included in these measurements. The laser ablation system is built in-house, based on a Spectra-Physics Solstice femtosecond laser operating in the deep UV at 194 nm. The setup was described in more detail by Horn et al. (2006) and Zhang et al. (2017). A constant repetition rate of 10 Hz was used for analyses. The laser spot size during ablation was ∼ 20 µm. To achieve a high precision, line scans were measured perpendicular to the diffusion profile (i.e. parallel to the interface; Fig. 1) with lengths of ∼ 100 µm. Up to 24 measurements per sample were obtained at various positions along the diffusion profile. The exact positions of the line scans were determined subsequently using an optical microscope. Analyses were conducted with a total integration time of 120 s, consisting of ∼ 45 s background (laser off) and ∼ 75 s of sample analysis (laser on). The scan speed was set to 5 µm s⁻¹, and each line scan was ablated up to four times. The acquired signal was then integrated and represents the elemental concentration at the respective distance to the interface. The ablated material was transported from the ablation cell by He gas. Ar was added directly behind the ablation cell. SiO2 values determined by the EPMA were used as an internal standard ($^{29}$Si). The NIST SRM 610 reference glass (350 ppm B, 468 ppm Li; Jochum et al., 2011) was used for external standardization and quantification of Li and B.
concentrations. Data reduction was accomplished using the SILLs software package (Guillong et al., 2008).

### 2.3.2 Isotope analysis

Li isotopic compositions were measured in situ utilizing the fs-LA system combined with a Neptune Plus multicollector ICP-MS (MC-ICP-MS; Thermo Scientific; Steinmann et al., 2019). Two different detector setups were employed to measure isotopic compositions. For high Li concentrations (> 80 ppm) two Faraday cups were used, equipped with $10^{11} \Omega$ and $10^{13} \Omega$ amplifiers for $^7$Li and $^6$Li, respectively. On the low-concentration side (< 80 ppm), the $10^{13} \Omega$ Faraday cup was used in conjunction with a secondary electron multiplier for $^7$Li and $^6$Li. Since higher-resistance amplifiers have a slower signal response, a $\tau$ correction was applied as described by Steinmann et al. (2019). All measurements were performed using a standard–sample bracketing protocol. Repetition rates were adapted during measurements in order to keep the detector’s intensities as constant as possible, while the Li concentration decreased. The laser spot size during ablation was $\sim 20 \mu$m. Individual Li isotope analyses were conducted as line scans of ca. 300 $\mu$m length parallel to the interface at a scanning speed of 5 $\mu$m s$^{-1}$. Signals were collected for a total time of 180 s including 40 s of background prior to the ablation. $\delta^7$Li values are reported in ‰ relative to IRMM-016 according to

$$\delta^7\text{Li} = \left( \frac{\frac{^{7}\text{Li}}{^{6}\text{Li}}}_{\text{sample}} - 1 \right) \cdot 1000 \, \text{‰}. \quad (1)$$

Since the diffusion profiles span a range of Li concentrations from > 8000 ppm down to $\sim 7$ ppm, different bracketing and secondary reference glasses were selected. The following materials were used: ARM-1 and ARM-2 (511 ppm, 1230 ppm Li; Wu et al., 2019), GOR-132-G, T1-G (9.4 ppm Li, 20.0 ppm Li; Jochum et al., 2006; De Hoog, 2018), and NIST610 (468 ppm Li; Jochum et al., 2011). For high Li concentrations, ARM-2 was employed as bracketing reference glass, which was at the time the material with the highest Li concentration available in our lab, and ARM-1 and NIST610 were employed as secondary reference glasses. On the low-concentration side, GOR132-G and T1-G were used as bracketing and secondary reference glasses, respectively. Replicate analysis of these reference materials was taken as a measure for the accuracy and reproducibility of fs-LA-MC-ICP-MS measurements. Values of $\delta^7$Li are initially calculated relative to the corresponding bracketing reference glasses ARM-2 and GOR132-G. Subsequently, they are recalculated and reported relative to IRMM-016, which has the same Li isotope composition as L-SVEC (Qi et al., 1997). GOR132-G has a $\delta^7$Li value of 8.9 ‰ relative to IRMM-016 (Jochum et al., 2006). For ARM-2, however, there is a discrepancy for published $\delta^7$Li values by Wu et al. (2021) between those acquired by solution measurements (0.62 ± 0.58 ‰) and in situ LA-MC-ICP-MS (6.02 ± 0.54 ‰). In order to crosscheck this value, fs-LA-MC-ICP-MS analysis of the ARM-2 sample available in our lab was performed in two separate sessions. Measurements were conducted using ARM-1 and NIST610 as bracketing reference glasses and yielded averages of 2.78 ± 0.95 ‰ and 2.27 ± 0.59 ‰, respectively, relative to IRMM-016, which is right in between those values reported by Wu et al. (2021). The average value of 2.59 ± 0.94 ‰ (eight measurements) obtained in our lab was used for calculations. For the secondary reference materials, the following $\delta^7$Li values (relative to IRMM-016) were obtained: 31.9 ± 0.7 ‰ (NIST610), 0.95 ± 0.6 ‰ (ARM-1) and 4.5 ± 1.5 ‰ (T1-G), consistent with data reported in the literature (Jochum and Stoll, 2008; Wu et al., 2021; Jochum et al., 2011). All isotopic measurements were performed within 2 consecutive days. The long-term instrumental reproducibility was not further investigated in this study; however, the high precision of our setup has been previously shown and described in detail by Steinmann et al. (2019).

### 2.3.3 Glass density and water analysis

Glass density is needed for the evaluation of diffusion profiles, as well as for the quantification of water contents of glasses. To obtain bubble-free glasses for density measurements, bubble-bearing glasses were annealed for short times (< 5 min) at 800 °C and 100 MPa in Au capsules, leading to a collapse of bubbles. Densities of these glasses were determined experimentally by the buoyancy method, i.e. weighing single glass pieces of PEG2-blue and PEG2-Li-free in air and in ethanol. The masses of glass pieces were 120–214 mg, and the uncertainty of densities is < 1 %. PEG2-blue has a slightly higher density of 2.37 g cm$^{-3}$ compared to its Li-free counterpart with 2.35 g cm$^{-3}$ (Table 1). These values are in good agreement with densities reported by Bartels et al. (2011) for their PEG2. Densities of hydrous glasses were calculated assuming linear mixing of dry glass and pure wa-
ter as described in Vetere et al. (2007). Using the molar volume of H$_2$O of 12.0 cm$^3$ mol$^{-1}$ (Richet et al., 2000) and assuming a compaction of glass of 1 % per 500 MPa (Mysen and Richet, 2005), the density of hydrous PEG2-blue glasses can be expressed by the following equation:

$$\rho_{\text{hydrous}} = (2370 - 13.1 \cdot c_{\text{H}_2\text{O}}) \cdot (1 + 0.02 \cdot P),$$  \hspace{1cm} (2)

with $\rho_{\text{hydrous}}$ in grams per litre (g L$^{-1}$), $c_{\text{H}_2\text{O}}$ in weight percent (wt %) and $P$ in gigapascals (GPa).

The water content of all synthesized water-bearing glasses was analysed by pyrolysis of samples and subsequent Karl Fischer titration as described in detail by Behrens et al. (1996). Two single glass pieces of ca. 10–20 mg were used per sample originating from the different ends of the capsule. Measured water contents were increased by 0.1 wt % H$_2$O to account for an incomplete dehydration during pyrolysis of the samples (Leschik et al., 2004). The resulting values do not differ significantly from each other, and the mean values are 0.51 ± 0.07 wt % and 1.07 ± 0.06 wt % H$_2$O for the two water-bearing PEG2-blue glasses.

FTIR was used to determine water contents in nominally dry and water-bearing PEG2-blue glasses. The thickness of each sample was measured with a digital micrometer (Mitutoyo). A Bruker IFS88 with an attached IRscope II was employed to collect spectra. The peak heights of the 3570 cm$^{-1}$ band were used to quantify the total water concentration. The slit aperture was set to an area of ca. 100 × 100 μm$^2$ in the focus plane. A globar light source and KBr beam splitter were used in all measurements. Each sample was measured three times at different positions. A total of 100 scans were accumulated for each spectrum with a spectral resolution of 4 cm$^{-1}$. A linear baseline was subtracted from the gained spectra. The H$_2$O contents were then calculated applying the Lambert–Beer law:

$$c_{\text{H}_2\text{O},3570} = \frac{1802 \cdot A_{3570}}{d \cdot \rho \cdot \varepsilon_{3570}},$$  \hspace{1cm} (3)

where $c_{\text{H}_2\text{O},3570}$ denotes the content of H$_2$O in weight percent (wt %) based on the peak height at 3570 cm$^{-1}$, $A_{3570}$ is the absorbance as peak height, $d$ is the thickness in centimetres (cm), $\rho$ is the density in grams per litre (g L$^{-1}$), and $\varepsilon_{3570}$ is the linear molar absorption coefficient in litres per mole per centimetre (L mol$^{-1}$ cm$^{-1}$). Exemplary absorbance spectra are shown in Fig. 2a for dry and hydrous glasses. All spectra were evaluated separately and indicate a homogeneous distribution of water within the samples. Using the water contents of hydrous glasses determined by Karl Fischer titration and the mean absorbance values, the linear molar absorption coefficient was determined by linear regression (Fig. 2b) as $\varepsilon_{\text{O}H} = (81.2 ± 1.1)$ L mol$^{-1}$ cm$^{-1}$. The point of origin was included in the linear regression. The linear molar absorption coefficient is very similar to that reported by Leschik et al. (2004) for rhyolitic glasses. The water content determined in nominally dry PEG2-blue glasses is 507 ± 29 ppm (Table 1).

3 Results

A summary of experimental run conditions and diffusion data is given in Table 2. All run products are crystal- and bubble-free glasses, showing that all run temperatures were sufficiently above $T_g$. The two glass cylinders of PEG2-blue and PEG2-Li-free are fused at the contact after the experiments. The initial interface, as defined by the contact between the blue and transparent glasses, is clearly visible as a sharp, planar contact (Fig. 1). No smearing of the blue colour (as produced by Co$^{2+}$) was observed in any run product. This indicates the absence of advective mixing during the diffusion experiments and confirms much slower diffusivity of the divalent Co$^{2+}$ ion compared to the monovalent alkalis. On the experimental timescales, Co$^{2+}$ is quasi-immobile. Using measured glass densities and the molar weights, element concentrations were recalculated to moles per litre (mol L$^{-1}$).

3.1 Concentration profiles

Li and Na are the only diffusing elements in our experiments. The other major elements remain constant over the entire length of the diffusion couples and are unaffected by diffusion (Fig. 3). The concentration profile data can be reviewed in the Supplement. Exemplary Li and Na diffusion profiles are shown in Fig. 4. Diffusion profiles display total lengths of up to 2000 μm, at which Li and Na profiles are characterized by the same lengths. Li concentration decreases continuously from the Li-rich side (PEG2-blue) towards the interface and, vice versa, increases from the Li-free side to the interface. In contrast, Na concentration increases on the Li-rich side towards the interface but decreases on the Li-free side, while Na concentrations are equal in the regions unaffected by diffusion. The Na profiles evidently mirror the Li profiles. Li and Na profiles are rotationally symmetrical with respect to the interface; i.e. the sum of Li and Na remains constant throughout each half of the diffusion couple. Both Li and Na concentration profiles are characterized by an apparent discontinuity at the interface (Fig. 4). This could be either a real jump in concentration or a very steep concentration gradient that was not resolvable with the applied analytical methods. As a first approximation, the position of the interface was defined optically to be located at the transition between the blue and transparent glasses. The exact position was refined during the fitting process (see Discussion).

Na concentration profiles were acquired additionally by EPMA. Profiles measured by EPMA and SF-ICP-MS on the same sample are compared in Fig. 5. Na concentrations determined by EPMA were systematically ca. 0.5 wt % lower compared to SF-ICP-MS. This is likely related to Na loss during interaction between the glass and the electron beam, although we checked the applicability of the measurement settings beforehand. In that case, the Na$_2$O concentrations analysed by SF-ICP-MS give the correct total abundance of Na$_2$O. However, shifting either dataset up- or downwards
shows that the trends exhibited by Na₂O abundance are the same (Fig. 5), independent of the method they were obtained by. In terms of determining diffusivities, this difference is irrelevant, since the diffusion coefficient is only influenced by the trend of the profiles and not by the absolute abundances. The precision of SF-ICP-MS data is comparable or better than the EPMA data. The point density for EPMA is higher compared to SF-ICP-MS (ca. 60 vs. 24 points per profile). Nevertheless, all profiles were evaluated with respect to their diffusion coefficients and will be compared in a later section.

### 3.2 Isotopic profiles

Li stable isotope (⁶Li and ⁷Li) profiles were measured in the two experiments DCLi7 and DCLi8 (Fig. 6). In the diffusion-unaffected regions, ⁶Li is 3 % in PEG2-blue and 15 % in PEG2-Li-free. This shows that PEG2-Li-free is enriched in ⁷Li compared to PEG2-blue, which was synthesized by addition of a spodumene glass (see Sect. 2.1). This isotopic difference will be considered during the fitting of the observed ⁷Li profiles. There is a tiny increase in ⁷Li on the PEG2-blue side towards the interface from 3 % to ca. 5 %. On the Li-free side, ⁷Li decreases dramatically to −85 %. The minimum in ⁷Li coincides with the position where the concentration of Li almost reaches the plateau of 7 ppm. The strong decrease in ⁷Li is caused by the different diffusivities of ⁶Li and ⁷Li, where the lighter ⁶Li diffuses faster than the heavier ⁷Li. Comparing the ⁷Li profiles of DCLi7

<table>
<thead>
<tr>
<th>No.</th>
<th>T (°C)</th>
<th>Time (min)</th>
<th>D₁Li-Na (m² s⁻¹)</th>
<th>ΔD₁Li-Na (m² s⁻¹)</th>
<th>Kᵢ</th>
<th>D₁Li (m² s⁻¹)</th>
<th>ΔD₁Li (m² s⁻¹)</th>
<th>D₀Li</th>
<th>ΔD₀Li</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCLi7</td>
<td>940</td>
<td>5</td>
<td>4.13 × 10⁻¹⁰</td>
<td>1.18 × 10⁻¹⁰</td>
<td>1.39</td>
<td>3.38 × 10⁻¹⁰</td>
<td>1.10 × 10⁻¹²</td>
<td>3.48 × 10⁻¹⁰</td>
<td>1.40 × 10⁻¹²</td>
<td>0.2 (0.03)</td>
</tr>
<tr>
<td>DCLi6</td>
<td>900</td>
<td>10</td>
<td>2.92 × 10⁻¹⁰</td>
<td>8.53 × 10⁻¹¹</td>
<td>1.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCLi8</td>
<td>800</td>
<td>1</td>
<td>1.68 × 10⁻¹⁰</td>
<td>3.20 × 10⁻¹¹</td>
<td>1.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCLi2</td>
<td>850</td>
<td>12</td>
<td>2.44 × 10⁻¹⁰</td>
<td>9.39 × 10⁻¹¹</td>
<td>1.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCLi4</td>
<td>810</td>
<td>18</td>
<td>1.37 × 10⁻¹⁰</td>
<td>3.68 × 10⁻¹¹</td>
<td>1.42</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCLi5</td>
<td>775</td>
<td>6.25</td>
<td>1.15 × 10⁻¹⁰</td>
<td>3.74 × 10⁻¹¹</td>
<td>1.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCLi3</td>
<td>775</td>
<td>25</td>
<td>1.29 × 10⁻¹⁰</td>
<td>4.13 × 10⁻¹¹</td>
<td>1.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCLi8</td>
<td>750</td>
<td>15</td>
<td>7.19 × 10⁻¹¹</td>
<td>2.47 × 10⁻¹¹</td>
<td>1.57</td>
<td>6.16 × 10⁻¹¹</td>
<td>2.66 × 10⁻¹³</td>
<td>6.36 × 10⁻¹⁰</td>
<td>2.92 × 10⁻¹³</td>
<td>0.2 (0.04)</td>
</tr>
<tr>
<td>DCLi9</td>
<td>650</td>
<td>30</td>
<td>1.78 × 10⁻¹¹</td>
<td>1.19 × 10⁻¹¹</td>
<td>1.45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* a Fit for DCLi is based only on Na data due to short diffusion profile. Kᵢ was not fitted but calculated on the basis of fitted D₁Li-Na. D₁Li and D₀Li are diffusion coefficients fitted to the isotopic profiles; see text for details. b Error in D₁Li is the total error calculated by error propagation taking experimental parameters into account. c Errors in D₁Li and D₀Li are plain fitting errors since all other parameters are the same.
and DCLi8 shows that the degree of diffusion-driven isotope fractionation is similar in both cases, even though the experiments were conducted at different temperatures and durations (940 °C and 5 min, 750 °C and 15 min, respectively).

4 Discussion

4.1 Evaluation of diffusion profiles and experimental boundary conditions

All concentration–distance profiles were initially evaluated assuming one-dimensional diffusion in two adjoining semi-infinite media characterized by two individual diffusion coefficients. Because of the steep concentration gradients for Li and Na at the interface, we treat the two sides of the diffusion couple as different phases (in thermodynamic equilibrium only one liquid composition would be stable), for which an apparent partition coefficient for Li and Na can be assigned as follows:

$$k_i = \frac{c_{1,i}}{c_{2,i}},$$  

where $k_i$ is the partitioning coefficient for $i$ ($i = \text{Li}, \text{Na}$) and $c_{1,i}$ and $c_{2,i}$ are the concentrations (mol L$^{-1}$) of $i$ at the interface for $x > 0$ and $x < 0$, respectively. This approach can be justified by the two experiments at 775 °C with different run durations (DCLi3 and DCLi5, 6.25 and 25 min; Table 2), where constant apparent partitioning coefficients were observed. For this boundary condition we can apply the analytical solution as given by Crank (1975):

$$c_{1,\text{Li}} = \frac{c_{0,\text{Li}}}{1 + k_{\text{Li}} \sqrt{(D_{\text{Li}}/D_{1,\text{Li}})}} \left(1 + k_{\text{Li}} \sqrt{(D_{\text{Li}}/D_{1,\text{Li}})} \right) \text{erf} \left(\frac{x}{\sqrt{4D_{1,\text{Li}}t}}\right),$$  

and

$$c_{2,\text{Li}} = \frac{k_{\text{Li}}c_{0,\text{Li}}}{1 + k_{\text{Li}} \sqrt{(D_{\text{Li}}/D_{1,\text{Li}})}} \text{erfc} \left(\frac{|x|}{\sqrt{4D_{2,\text{Li}}t}}\right),$$

as well as a slightly modified version of Eqs. (5) and (6) to model the mirrored Na concentration profiles:

$$c_{1,\text{Na}} = \frac{k_{\text{Na}}c_{1,\text{Na}}}{1 + k_{\text{Na}} \sqrt{(D_{\text{Na}}/D_{1,\text{Na}})}} \text{erf} \left(\frac{x}{\sqrt{4D_{1,\text{Na}}t}}\right) + c_{1,\text{Na}},$$

$$c_{2,\text{Na}} = \frac{k_{\text{Na}}c_{2,\text{Na}}}{1 + k_{\text{Na}} \sqrt{(D_{\text{Na}}/D_{1,\text{Na}})}} \text{erfc} \left(\frac{|x|}{\sqrt{4D_{2,\text{Na}}t}}\right).$$

Figure 3. Normalized concentrations for DCLi7 (5 min, 940 °C). Each component was normalized to its concentration on the right side (PEG2-blue). Upper plot (a) shows SiO$_2$, Al$_2$O$_3$, K$_2$O and B$_2$O$_3$, and lower plot (b) shows P$_2$O$_5$ and F. The slight offset between concentrations in the left and right halves is induced by the absence of Li$_2$O in the left half (PEG2-Li-free). Since errors for P$_2$O$_5$ (3 %) and F (5 %) are relatively high, the data were smoothed with a moving average over three data points. All the data were acquired by EPMA except B$_2$O$_3$, which was measured by SF-ICP-MS.

Concentration profiles determined by SF-ICP-MS (Li and Na) and EPMA (Na) were fitted to Eqs. (5)–(8). To verify the interdiffusive exchange between Li and Na, apparent Li and Na diffusion coefficients were fitted individually as an intermediate step. In a first fitting attempt, the parameters $D_{1,i}$, $D_{2,i}$, $k_{1,i}$, $c_{0,i}$, $c_{1,\text{Li}}$, and $c_{2,\text{Na}}$ were allowed to freely vary. The interface position was manually refined by shifting it optically to fit the modelled profiles to the measured data. However, only minor adjustments < 20 µm were necessary. The diffusion profiles are perfectly reproduced by the fit curves (Fig. 4). Resulting diffusion coefficients $D_{1,i}$ and $D_{2,i}$ are indistinguishable on either side of the diffusion couple and for Li and Na within their respective errors. Therefore, diffusion profiles were modelled again with simplified Eqs. (5)–(8), presuming the entire profile is controlled by only one diffusion coefficient, i.e. $D_{1,i} = D_{2,i} = D_i$. Similar to the first approach, Li and Na diffusion coefficients are in good agreement within errors. This proves that the exchange of Li and Na can be regarded as interdiffusion described by a single interdiffusion coefficient $D_{\text{Li}-\text{Na}}$. Furthermore, it demonstrates

---

**Table 2**

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Time (min)</th>
<th>Temperature (°C)</th>
<th>Li concentration (ppm)</th>
<th>Na concentration (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCLi3</td>
<td>6.25</td>
<td>775</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>DCLi5</td>
<td>25</td>
<td>775</td>
<td>7</td>
<td>10</td>
</tr>
</tbody>
</table>

**Table 3**

<table>
<thead>
<tr>
<th>Component</th>
<th>Concentration (mol L$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO$_2$</td>
<td>1.1</td>
</tr>
<tr>
<td>Al$_2$O$_3$</td>
<td>1.1</td>
</tr>
<tr>
<td>K$_2$O</td>
<td>1.1</td>
</tr>
<tr>
<td>B$_2$O$_3$</td>
<td>1.1</td>
</tr>
<tr>
<td>P$_2$O$_5$</td>
<td>1.1</td>
</tr>
<tr>
<td>F</td>
<td>1.1</td>
</tr>
</tbody>
</table>

**Figure 4**

Graphs showing diffusion profiles for different experiments and temperatures. The profiles are modelled using the simplified Eqs. (5)–(8) and analytical solutions as given by Crank (1975). The fits show excellent agreement with the experimental data.
Figure 4. Concentration profiles for Li (circles) and Na (diamonds; in mol L\(^{-1}\)) showing the maximum (a) and minimum (b) temperatures investigated. Li data obtained by SF-ICP-MS and Na concentration profiles acquired by EPMA. Dashed lines show calculated theoretical fits to the data (see text for details). Experiment name and conditions are given in the bottom right corners.

Figure 5. Comparison between results for Na diffusion data obtained by SF-ICP-MS and EPMA. (a) Exemplary Na concentration profiles measured by SF-ICP-MS (green circles) and EPMA (black diamonds) on sample DCLi4. The solid line represents a calculated fit to the EPMA data. The error bars indicate 2\(\sigma\) standard deviation for EPMA and SF-ICP-MS Na analysis. (b) Diffusion coefficients determined on the basis of SF-ICP-MS and EPMA data including fit errors.

that the compositional difference between the starting glasses does not significantly affect the Li–Na interdiffusion. The interdiffusion coefficients \(D_{\text{Li–Na}}\) are reported as averages between apparent Li and Na diffusivities for each experimental run (Table 2). The results of intermediate Li and Na fits can be reviewed in the Supplement.

Apparent Na diffusion coefficients obtained by SF-ICP-MS and EPMA are indistinguishable within errors (Fig. 5b). The fitting errors, however, are higher when using the SF-ICP-MS data (Fig. 5). This is related to the larger spacing of analysis spots inherent to SF-ICP-MS, while EPMA analysis spots are more densely distributed. The EPMA data are especially suited for determining the distribution coefficient \(k\) because the concentrations on either side of the interface are well confined. Based on these observations, EPMA data are favoured over SF-ICP-MS for Na concentration analysis and are used to constrain the Arrhenius parameters for Li–Na interdiffusion.

Due to the low activation energy, Li–Na interdiffusion likely occurs already during heating and proceeds during cooling of the samples. To quantify the contribution of heating and cooling to the evolution of the exchange profiles, we performed a very short experiment (DCLi1, 1 min) and compared it to its longer-running counterpart conducted at the same temperature (DCLi2, 12 min). Applying the diffusion coefficient (see Sect. 4 for details) of the longer run (DCLi2) to model the short-running experiment (DCLi1) yields an effective time at experimental conditions of 40 s (Fig. 7). Thus, the combined effects of heating and cooling equal a diffusion time of 20 s at nominal run conditions. Considering this correction for the 12 min experiment would result in a 3% higher diffusion coefficient. To compensate for this systematic effect, all nominal experimental times were adjusted by
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4.2 Li–Na exchange mechanism

The interdiffusion coefficient $D_{Li-Na}$ is controlled by the self-diffusivities of the individual species and the concentrations of the respective elements. The self-diffusivity of an element can be determined either by dedicated self-diffusion experiments (e.g. different isotopes of the same element) or by tracer diffusion experiments (traditionally thin-source deposition of radioactive tracer) of the respective elements. The following equation can be derived linking self-diffusivities to the chemical or interdiffusion coefficient:

$$D_{Li-Na} = \frac{D_{Li}^* \cdot D_{Na}^*}{X_{Li} \cdot D_{Li}^* + X_{Na} \cdot D_{Na}^*} \cdot \varphi,$$

(9)

where $D_{Li-Na}$ is the interdiffusion coefficient, $D_i^*$ refers to the self-diffusion coefficients of $i$ (i.e. Li, Na), $X_i$ is the mole fraction of $i$, and $\varphi$ is the thermodynamic factor. This equation goes back to Manning (1968) and was used, for example, to describe Fe–Mg interdiffusion in olivine (Chakraborty, 1997), Na–K interdiffusion in alkali feldspar melts (Freda and Baker, 1998) and Na–K interdiffusion in alkali feldspar (Schaeffer et al., 2014). Although Eq. (9) shows that the interdiffusion coefficient is concentration-dependent, a compositional dependence of $D_{Li-Na}$ was not observed in this study; i.e. the diffusion coefficients are the same in both halves of the diffusion couple, and profiles are symmetrical with respect to the interface. However, our experiments only cover a compositional range of $X_{Li} < 0.4$, and a compositional dependence might exist at higher $X_{Li}$.

Comparing our determined $D_{Li-Na}$ to Li and Na tracer diffusion coefficients in dry rhyolitic melts shows that they are the same within 0.3 log units. Li and Na tracer diffusivities themselves differ by less than 0.2 log units in the temperature region relevant to this study (Margaritz and Hofmann, 1978; Jambon and Semet, 1978; Jambon, 1982; Fig. 8). The similarity between tracer diffusivities of Li and Na further explains the compositional independence of $D_{Li-Na}$. The K tracer diffusivity in dry rhyolite, on the other hand, is 1.5–2 orders of magnitude slower (Fig. 8; Jambon, 1982, and review by Zhang et al., 2010). Rhyolite was chosen as a reference system for the lack of tracer diffusion data for the pegmatic melt used in this study. As both Na and K are highly abundant in our studied system, they present potential alkalis for interdiffusive exchange with Li. The similarity between Li and Na tracer diffusivities is indicative of why Na is favoured for interdiffusion with Li instead of K. Furthermore, no mixed-alkali effect is obvious in the studied system (e.g. Isard, 1969). This might be related to the relatively small ionic sizes of Li$^+$ and Na$^+$ (0.76 and 1.02; Shannon, 1976) so that the bigger Na$^+$ is still small enough to avoid clogging diffusion pathways. It is worth pointing out the difference between these tracer diffusion experiments and our experiments here. In the cited studies, a few tens to hundreds of parts per million Li are deposited onto the studied melts before annealing. Technically, in these Li tracer diffusion experiments, Li diffusion is still controlled by interdiffusion. However, due to the trace amounts of Li in these experiments its diffusivity approaches self-diffusivity (see Eq. 9). In our setup Li concentrations are orders of magnitude higher, and hence the Li diffusivity is strongly coupled to interdiffusion with Na.

The interface jump is a very prominent feature of the diffusion profiles obtained in our study. It is likely caused by a chemical potential difference in Li and Na between the diffusion couple halves. In the experiments, Na migrates from PEG2-Li-free into PEG2-blue, indicating the higher chemical affinity of Na for PEG2-blue. The major chemical difference between PEG2-blue and PEG2-Li-free is the high Li abundance of $\sim$1.8 wt% in the former, while the latter contains only parts per million levels of Li. Being a monovalent alkali, Li acts as a network modifier in silicate melts and depolymerizes the melt structure, similar to Na and K. Hence, it is evident that the Li-rich PEG2-blue is more depolymerized than its Li-free counterpart PEG2-Li-free. The potential gradient is directed from PEG2-Li-free towards PEG2-
can be quantitatively described by a partitioning coefficient running experiments. The complete Li–Na exchange reaction be characterized by a most instantaneously, as suggested by the jump developed adjustment of Li and Na ratios at the interface occurs al-

blue, and both alkalis partition into the more depolymerized structure of PEG2-blue. For Na, however, the driving force is greater than for Li. This results in a flux of Na, albeit with the absence of an obvious concentration gradient, or in other words uphill diffusion of Na. Based on the spatial resolution of EPMA analysis (∼30 µm) it can be stated that the apparent jump is either a real jump or a very steep concentration gradient at the interface with an extent of less than ∼30 µm.

The concentration jump for Li and Na at the interface was modelled using an apparent distribution coefficient k (Fig. 9), which is defined as the concentration ratios of both Li and Na at the interface (Eq. 4). This coefficient k is distinct for Li and Na, yet for each species it is constant throughout all temperatures and is time-independent. The different k values for Li and Na arise from the fact that the absolute molar abundances of Li and Na are different, and therefore, their ratios must be different. The variance of k for Li is higher compared to Na because Li concentrations are not well con-

Theoretical time–temperature pathway during a diffusion experiment conducted at 850 °C. At t₁ the sample is moved into the hot zone, and at t₃ it is retracted back into the cold zone (extension tube). t₁ and t₃ delimit the nominal experimental time. Since heating and cooling of the material do not occur instantaneously, t₂ and t₄ denote the times between which the sample temperature is sufficiently high for Li and Na to diffuse, and hence these define the effective experimental time. Image is purely qualitative and not to scale. (b) Fitting of DCLi1 data using estimated diffusion coefficient of DCLi2 (850 °C, 12 min).

The black line represents the DCLi1 concentrations and is calculated using the diffusion coefficient D₁ derived from (a). The yellow line is calculated based on DCLi2 diffusion coefficient D₂ assuming an annealing time of 1 min. The yellow circles are fitted to the black line by using D₂ and adjusting the experimental time to 40 s.

where \( x_{Li} \) and \( x_{Na} \) are defined as the molar fractions of Li and Na in the respective diffusion couple halves. Applying this to the dataset obtained in this study results in a \( K_D \) value of 1.45 ± 0.16 averaged over all temperatures.

The Clausius–Clapeyron equation implies the following relationship between the distribution coefficient \( K_D \) and the temperature:

\[
K_D = e^{-\frac{\Delta G^0}{RT}},
\]

where \( \Delta G^0 \) is the standard Gibbs free energy, \( R \) is the universal gas constant, and \( T \) is the temperature. This clearly suggests an exponential dependence of the distribution coefficient on the temperature. While our data do not explicitly show such a dependence due to the uncertainty of the data and the limited temperature coverage, a weak temperature dependence cannot be ruled out.

Close inspection of the presented concentration profiles reveals that Li and Na concentrations at the interface do not exchange exactly in a 1/1 ratio. This can have several reasons, where the following are the most relevant. LA spots have a larger spacing and a larger spot size, which allows for a less precise determination of Li concentrations at the interface. The larger spot size during LA facilitates strong convolution effects close to the interface, which is less pronounced during EPMA measurements. Furthermore, NIST610 was used as a reference material to quantify Li concentrations, although it only contains 511 ppm Li, which may lead to inaccurate quantification of Li concentrations especially on the high-concentration side. Nevertheless, the direct exchange of Li
and Na is evident from the observation that the other elements are constant throughout the diffusion couples.

4.3 Diffusion–temperature relationship and compositional effects

The interdiffusion data produced in this study display Arrhenian behaviour, i.e. show an exponential dependence on reciprocal temperature. The data can be described by the Arrhenius equation for diffusion:

$$D_i = D_0 \cdot \exp \left( \frac{-E_a}{R \cdot T} \right),$$

where $D_i$ is the diffusivity of species $i$, $D_0$ is the pre-exponential factor, $E_a$ is the activation energy, $R$ is the ideal gas constant, and $T$ is the temperature (in K). Arrhenius parameters for Li–Na interdiffusion are as follows: $E_a = 99.4 \pm 6.7$ kJ mol$^{-1}$ and log $D_0 = -5.05 \pm 0.33$.

The data acquired in this study are compared to an extensive set of existing Li tracer diffusion data in various aluminosilicate melts in Fig. 8. Additionally, Na and K tracer diffusion data (Margaritz and Hofmann, 1978; Jambon and Semet, 1978; Jambon, 1982) are given for dry rhyolitic melts. Jambon and Semet (1978) studied Li tracer diffusion in a rhyolitic melt. Their tracer diffusion coefficients differ by less than 0.2 log units compared to our $D_{Li-Na}$ interdiffusion coefficients. The activation energy reported by Jambon and Semet (1978) of $\sim 92$ kJ mol$^{-1}$ is very close to our value of $99 \pm 7$ kJ mol$^{-1}$. Extrapolating our data to higher temperatures reveals that the data published by Lowry et al. (1981) and Cunningham et al. (1983) for alkali basalt, andesite and pitchstone fall roughly on the same trend defined by our data and the data by Jambon and Semet (1978). The activation energies are very similar in andesite (90 kJ mol$^{-1}$) and pitchstone (84 kJ mol$^{-1}$; Cunningham et al., 1983) but slightly elevated in alkali basalt (115 kJ mol$^{-1}$; Lowry et al., 1981). This compilation demonstrates nicely that Li diffusion in dry aluminosilicate melts including our PEG2-blue is independent of the melt composition, being equal in melt compositions ranging from rhyolites to alkali basalts and andesites.

In two recent studies, Holycross et al. (2018) and Spallanzani et al. (2022) have shown that the addition of water to rhyolitic melts increases the diffusivities of Li. They report Li diffusion coefficients that are ca. 0.5 log units higher compared to the average in a dry rhyolite (Fig. 8). In accordance, activation energies decrease significantly when introducing water to the system, i.e. to 57 kJ mol$^{-1}$ by adding 4 wt % H$_2$O (Spallanzani et al., 2022) and even further to 39 kJ mol$^{-1}$ by adding 6 wt % H$_2$O (Holycross et al., 2018). The authors explain this behaviour mainly by the breakdown of oxygen bonds through the introduction of hydroxyl groups (OH) to the silicate melt network followed by melt depolymerization. There are some methodological differences to be pointed out between these two studies and the presented study. Holycross et al. (2018) conducted their experiments at high pressures of 1 GPa in a piston-cylinder apparatus in the temperature range of 790–875 °C. Spallanzani et al. (2022)
investigated Li diffusion at 300 MPa in an internally heated pressure vessel in the temperature range 700–1250 °C. The major differences between these two and our study are the Li concentrations in the diffusion couple halves. While our high-Li (low-Li) glasses contain 8000 ppm (7 ppm) Li, their high-Li (low-Li) glasses contain only 500 ppm (180 ppm) Li (Holycross et al., 2018) and 200 ppm (58 ppm) Li (Spallanzani et al., 2022).

As shown above, adding fluxes to a dry granitic melt does not have the same effect on Li diffusivity as the addition of water. It is known that the addition of fluxing elements, such as Li, B, P and F, to granitic melts results in a disruption of the silicate melt structure and depolymerization of the melt (London, 2005; Henderson, 2005). This effectively decreases the melt viscosity (Thomas et al., 2000; Dingwell et al., 1992; Bartels et al., 2013, 2015) and liquidus and solidus temperature (Sirbescu and Nabelek, 2003; London et al., 1989, 1993). In principle, the impact of fluxes and water on a silicate melt is very similar. In order to assess quantitatively the depolymerizing effects of water or fluxes on a rhyolitic melt, detailed structural knowledge would be necessary. It was shown for F that it can occupy various structural units in a silicate melt, which differ strongly with the chemical composition of the melt (Baasner et al., 2014, and references therein). Both F and Li are known to have a much stronger potential in decreasing the viscosity (and therefore polymerization) compared to B and P (Bartels et al., 2013, 2015). For Li, Bartels et al. (2015) reported an effect as large as that of hydroxyl groups in decreasing the viscosity. Especially the high and combined abundance of many fluxes in PEG2-blue hampers the use of simplified parameters such as the NBO/T (non-bridging oxygen per tetrahedron) to estimate the polymerization.

Instead, a well-known parameter that can be used as a proxy for melt polymerization is the viscosity. Existing viscosity models are based on a range of rhyolitic compositions as a function of water content (e.g. Hui and Zhang, 2007). The viscosity of the PEG2-blue analogue PEG2 was studied as a function of water content by Bartels et al. (2011). For comparability all viscosities are given in the following as log \( \eta \) (in Pa s) for a temperature of 800 °C. For the nominally dry (700–900 ppm H_2O) PEG2, a log viscosity of 5.8 can be calculated (Bartels et al., 2011), which decreases to 2.7 upon addition of 4.2 wt % H_2O. According to the model of Hui and Zhang (2007), a rhyolite with the same water content has a log viscosity of 11.4. The addition of 4.2 wt % H_2O to the rhyolite reduces its log viscosity to 4.9, which is almost 1 order of magnitude lower than the nominally dry PEG2. Clearly, the viscosity of dry PEG2 is several orders of magnitude lower compared to the dry rhyolite. Assuming the viscosity is directly related to the degree of polymerization, it can be stated that PEG2 is much more depolymerized than the rhyolitic melt under nominally dry conditions. The drastic viscosity decrease upon addition of H_2O shows clearly how efficiently water decreases the polymerization of a rhyolitic melt. While fluxes do also decrease the polymerization, their effect on the melt structure is a much more complex one (e.g. London, 2008).

Although the difference in viscosity between dry rhyolite and PEG2 is drastic, there is no resolvable difference in Li diffusivity between the dry equivalents of these melts (Fig. 8). This suggests that the degree of polymerization (in terms of viscosity) has no influence on the Li diffusivity. An additional mechanism likely related to the influence of water on the melt structure might lead to an enhanced Li diffusivity. Potentially, the incorporation of OH and H_2O into the melt network facilitates the formation of percolation channels for Li. Percolation channels were proposed to form in alkali silicate glasses by the unmixing of structural units (e.g. Bauer et al., 2013) and provide pathways for fast alkali transport in the melt network. Another potential mechanism enhancing Li diffusion in hydrous glasses is Li–H interdiffusion. However, Behrens et al. (2002) demonstrated that proton mobility in BaSi_2O_5 glass is significantly lower than the mobility of Li in aluminosilicate glasses. The low contribution of protons to charge transport was also inferred by Fanara and Behrens (2011) in hydrous anorthite–diopside glass conductivity experiments. Therefore, increased Li diffusivity is unlikely to be caused by interdiffusion with H. Nevertheless, there were no alkalis present in the studied systems cited above, and proton diffusion could differ in such systems.

### 4.4 Modelling the kinetic isotope fractionation

The \( \delta^7 \)Li profiles show a very strong isotope fractionation caused by faster diffusion of the lighter \(^6\)Li relative to the heavier \(^7\)Li. The diffusivities of the two isotopes can be related by the empirical formula of Richter et al. (1999):

\[
\frac{D_{a}}{D_{b}} = \left( \frac{M_{b}}{M_{a}} \right)^{\beta},
\]

where \( D_i \) represents the diffusion coefficient of \( i \); \( a \) and \( b \) are \(^6\)Li and \(^7\)Li, respectively; and \( M \) is the atomic mass of the isotopes. The exponent \( \beta \) is an empirical parameter that is specific for each element and diffusion medium. The \( \beta \) value was determined by recalculating the \( \delta^7 \)Li values to absolute concentration profiles of \(^6\)Li and \(^7\)Li and fitting each profile separately according to Eqs. (5) and (6). \( \beta \) can then be calculated directly from the ratios of \( D_{6Li} \) and \( D_{7Li} \) and the respective isotope masses. For the recalculation to absolute isotope concentrations the \(^7\)Li / \(^6\)Li ratio of IRMM-016 (12.114; Kasemann et al., 2005) was used. The fitted diffusion coefficients for \( D_{6Li} \) and \( D_{7Li} \) are in good agreement with values for \( D_{Li–Na} \) within their respective errors (Table 2). The error in \( \beta \) can be derived from error propagation of the \( D_{6Li} \) and \( D_{7Li} \) fit errors. \( \delta \) values of 0.20 ± 0.03 and 0.20 ± 0.04 were obtained for DCLI7 and DCLI8, respectively.

Since the isotope effect is identical in both experiments, it is reasonable to assume that the diffusive isotope fraction-
ation is independent of temperature and time in the studied temperature range. Our $\beta$ values are in good agreement with data determined in previous works. Published $\beta$ values for Li range from 0.228 in a wet rhyolite with $\sim 6$ wt% H$_2$O (Holycross et al., 2018), to 0.215 in basalt–rhyolite diffusion couples (Richter et al., 2003), and down to 0.15–0.20 as observed in wet rhyolite with $\sim 4$ wt% H$_2$O (Spallanzani et al., 2022). There is a slight variation in $\beta$ in the different experimental studies, which might be related to different experimental and analytical setups or to the varying compositions of the experimental materials including water contents. Overall, the $\beta$ values are similar, clustering around 0.2. There is evidence from Ca, where variable $\beta$ values were found depending on melt composition, e.g. in diffusion couples of albite–diopside and albite–anorthite composition (0.165 and 0.210; Watkins et al., 2011) in comparison to basalt–rhyolite experiments (0.075; Richter et al., 2003). However, all of the Li isotope fractionation data were obtained in dry and wet rhyolitic melts, and further studies on different melt compositions are necessary to detect a potential compositional effect.

The $\beta$ values acquired for diffusive Li isotope fractionation are considerably higher compared to those observed for other cations in silicate melts. In basalt–rhyolite diffusion couples, $\beta$ values were determined as 0.075 for Ca (Richter et al., 2003), 0.05 for Mg (Richter et al., 2008) and 0.03 for Fe (Richter et al., 2009). The significantly higher $\beta$ value for Li is likely related to its ability to move freely on interstitial sites through the melt network, promoted by the low charge and small ionic radius of Li. Diffusive Li isotope fractionation was also studied in olivine and pyroxene, which can contain trace amounts in nature. In both minerals, Li diffusion produces complex, step-like diffusion profiles, which can be described by a model assuming two transport mechanisms with Li partitioning between an octahedral and an interstitial site (Dohmen et al., 2010; Richter et al., 2014, 2017). In pyroxenes, a $\beta$ value of 0.27 was reported (Richter et al., 2014), while in olivine $\beta$ values as high as 0.4 $\pm$ 0.1 for diffusion along the c axis were found (Richter et al., 2017). This shows that the diffusivities of $^6$Li and $^7$Li differ much more in pyroxene and olivine than in silicate melts.

### 4.5 Implications for natural pegmatites

In nature, the bulk Li isotopic composition of pegmatites is likely inherited from their source rocks; i.e. crustal anatexis or fractional crystallization of a granite appears to have no significant effect on Li isotope fractionation (Teng et al., 2006a; Magna et al., 2010; Deveaud et al., 2015). After replacement of a pegmatic melt (e.g. Nabelek et al., 2010), different mechanisms may produce a fractionation of Li isotopes, e.g. interaction between minerals and the melt during fractional crystallization (Barnes et al., 2012) or exsolution of a fluid phase from the pegmatic melt (Maloney et al., 2008; Teng et al., 2006a). Another potential mechanism for Li isotope fractionation is the diffusion of Li from a pegmatite into the country rock. As reported by Teng et al. (2006b), a $\sim 30$% change in $^6$Li in a pegmatite country rock can be caused by fluid-assisted grain boundary diffusion.

Our study shows experimentally that large Li isotope fractionation can be generated by diffusion of Li from a Li-rich into a Li-poor melt. This is basically the same process that operates during constitutional zone refining, where Li constantly diffuses away from the progressing crystallization front. Since $^6$Li diffuses faster than $^7$Li, the boundary layer at the crystallization front should be enriched in the heavier isotope. In order to preserve this isotopic signature, a sufficiently fast cooling is necessary so that re-equilibration of Li isotopes even after solidification is suppressed. This requirement should be satisfied in thin pegmatite dykes, where cooling occurs rapidly or during the solidification of late-stage pegmatitic fluids (miarolitic cavities). In order to verify this, spatially resolved $\delta^6$Li measurements within crystals are necessary. While $\delta^6$Li bulk-mineral analysis in pegmatites exist for tourmaline (Maloney et al., 2008) or spodumene, muscovite, plagioclase, and quartz (Teng et al., 2006a; Barnes et al., 2012), there exists only one dataset of in situ $\delta^7$Li profiles to our knowledge. Phelps and Lee (2022) analysed Li concentrations and isotope distributions in quartz crystals from a miarolitic cavity. They reported large Li isotope fractionations between different quartz crystals and within single crystals between core and rim. The rims are generally $>20$% heavier compared to the cores, which they attribute partly to rapid crystal growth with an associated $^7$Li-enriched boundary layer and partly to Rayleigh fractionation. So, while there is evidence for diffusive Li isotope fractionation in quartz from miarolitic cavities, there is still a lack of such an observation outside of miarolitic cavities, e.g. from a thin, rapidly cooled pegmatite dyke.

### 5 Conclusions

The exposure of a Li-rich to a Li-poor pegmatitic melt leads to an interdiffusive exchange of Li and Na between these two melts. The interdiffusion rates are similar to Li and Na tracer diffusivities observed in various dry aluminosilicate melts including rhyolite. The addition of fluxes (e.g. Li, B, P and F), besides depolymerizing the melt, seems to have no influence on the diffusivity of Li in dry pegmatitic melts. Water, on the other hand, significantly decreases the activation energy of Li diffusion, as was shown by Holycross et al. (2018) and Spallanzani et al. (2022). While fluxes do have a strong decreasing effect on the viscosity of dry pegmatitic melts (Bartels et al., 2011), this demonstrates that water seems to have a structural effect on these melts beyond simply depolymerizing them. While Li–H interdiffusion is unlikely to increase the diffusion rates because of the low mobility of protons, the formation of potential percolation channels by OH in the
melt structure might increase the diffusivity of Li. The stable Li isotopes have been shown to fractionate substantially during diffusion leading to δ^7Li exceeding −80‰ in our experiments. The β value for Li diffusion in silicate melts seems to be generally around 0.2 with little dependence on the melt composition. Such high isotope fractionations might be preserved in minerals in sufficiently fast-cooled pegmatite dykes and might then be useful in confining growth rates of abundant minerals. A useful extension of this study would include experiments conducted on hydrous melts. Thus, it would allow us to discriminate between the effect of fluxes and H_2O, and the potential formation of percolation channels could be investigated more deeply.
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